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ABSTRACT

Privacy is a thorny issue that affects all information systems de-
signed for interpersonal interaction and awareness. Theoretical in-
sights regarding privacy and user experience in a variety of sys-
tems have produced numerous design principles and guidelines for
building systems sensitive to privacy issues. In order to truly im-
prove support for privacy management, the usability of systems that
implement these principles is critical. Yet, usability evaluation of
privacy designs is a relatively unexplored area. In this paper, we
describe our experience of conducting a longitudinal user study
to evaluate the effectiveness of the privacy management enhance-
ments offered by PRISM, a plugin for Instant Messaging (IM). Al-
though the study was unable to achieve its intended objective, the
lessons learned highlight the difficulties faced by evaluators of pri-
vacy management mechanisms. We hope that our experience will
benefit future evaluations of privacy management mechanisms, and
will initiate discussions on overcoming some of these challenges.
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H.5.2 [User Interfaces]: Evaluation/methodology

General Terms
Human Factors, Design
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1. INTRODUCTION
WORK

Recent years have seen a proliferation of technologies for inter-
personal awareness and interactions. Media spaces, chat rooms,
Instant Messaging (IM), blogs, and social networking have enabled
new forms of communication, and allowed fostering of greater
awareness even when people are physically separated. At the same
time, these systems have impacted privacy [1]. Making sure that
privacy concerns do not overshadow the utility of these systems is
an important challenge faced by the designers of such systems [11].

AND  RELATED

Prior research has drawn upon theoretical insights regarding the
concept of privacy (e.g., [18]) as well as practical experiences with
usage of specific systems (e.g., [6, 8, 17]). These endeavors gener-
ated numerous principles and guidelines (e.g., [2, 10, 13, 14]) to aid
designers in increasing the “privacy-sensitivity” of awareness and
communication systems. However, successfully translating these
suggestions into working systems also requires that privacy man-
agement mechanisms be usable, i.e. — lightweight, convenient, and
seamless. If privacy management mechanisms are not usable, they
are utilized insufficiently and/or inappropriately [9, 15], even when
designed according to the guidelines.

In fact, a community of researchers has formed recently around the
theme of “usability of privacy management,” and the related issue
of security. Toward this end, it is important to understand how
to evaluate the usability of privacy management mechanisms, and
how to measure or rank their effectiveness. Usability evaluation of
privacy designs is still a relatively unexplored area.

Traditional usability evaluation typically involves a single user in-
teracting with a system to perform a given set of carefully designed
tasks. Usability insights are obtained from observing the user in-
teraction, listening to the user’s “think aloud” explanations, and
recording metrics such as completion rate, time taken for comple-
tion, etc. However, such evaluation is unsuitable when it comes
to privacy considerations in systems built for interpersonal interac-
tions, for several reasons:

e The systems are comprised of not just the technology, but
they also include the people who interact with each other.
These people will therefore need to be included in the study.

e Privacy is a highly context-dependent concept, and several
privacy studies encountered measurement errors when the
context was not properly considered. In the case of inter-
personal privacy, the context for privacy management is pro-
vided not just by the situation of the user alone but also by
the activities of those that he or she interacts with using the
system. Designing tasks that depend on actions of third par-
ties that are not part of the study is impossible, at worst, and
impractical, at best.

e Privacy practices often co-evolve as a community of users
gathers more experience with a system and/or develops a set
of social norms around its usage. A study over a short period
of time will not be able to capture these developments.

Therefore, it seems that a study that observes users’ privacy-related
behaviors in vivo, over an extended period of time is the best way



to alleviate the above concerns. However, when we conducted
such a study to evaluate the usability of a plugin that enhances pri-
vacy management in Instant Messaging (IM), we encountered un-
expected problems. In this paper, we describe the lessons learned
from our experience. We believe that these lessons will inform fu-
ture usability evaluations of privacy management systems. We also
wish to initiate discussions on effective strategies for overcoming
some of these obstacles.

2. DESCRIPTION OF THE STUDY

We studied users of IM with the goal of understanding their privacy
attitudes and practices [12, 19, 20, 21]. Based on the findings from
these studies, we generated several design ideas for improving pri-
vacy management in IM. We implemented many of these ideas in
the form of a plugin — called PRISM (PRIvacy-Sensitive Messag-
ing) — for the cross-platform instant messaging client GAIM (now
Pidgin: http://www.pidgin.im) [22].

We then conducted a longitudinal user study to evaluate the ex-
tent to which PRISM met its objective of improving IM privacy
management. The study involved a quarter-long, upper-division
undergraduate course at a large public university in the U.S. The
course required the students to engage in a team project that lasted
through the quarter. Each team comprised 4-5 students. The teams
worked on projects defined and managed by external “customers”
who came from both within as well as outside the university. The
subjects of the study were the students, the customers, the instruc-
tor, and the teaching assistant.

The first two weeks of the quarter were utilized for instructions and
setup. After filling out a pre-study questionnaire, all subjects were
required to install GAIM. They were also asked to create a sepa-
rate IM account for class purposes. The students were asked to add
their project partners, the instructors and their customers to this ac-
count and vice versa. Additionally, 5 out of the 9 project teams and
their customers were asked to install PRISM. The other 4 teams and
their customers were assigned to the control group. The teams that
installed PRISM were asked not to divulge the installation of the
plugin to those in the control groups. We used a short verification
questionnaire to ensure that all subjects had installed GAIM and/or
PRISM successfully, and that they were aware of its functionality.
However, in order to avoid biasing the participants we took care not
to make references to privacy in any of the questionnaires.

Subjects were then asked to use the class IM account throughout
eight weeks of the rest of the quarter for the purposes of collabo-
rating with their project partners, customers, instructors and other
classmates. During this period, a server collected logs of user inter-
actions with PRISM. To account for the time required for learning
how to use GAIM and PRISM, we discarded the first two weeks
of logs. At the end of the quarter, subjects filled out a post-study
questionnaire, which asked them in detail about their experiences
with PRISM.

3. LESSONS LEARNED

To our surprise and disappointment, we were unable to achieve suf-
ficient usage to be able to evaluate the privacy mechanisms pro-
vided by PRISM. Upon reflecting on the reasons for the lack of us-
age, we believe that the following important lessons can be learned.

3.1 Class project collaboration falls short of
simulating collaboration in a knowledge-

work organization.

A major motivation behind our IM studies was to explore the
utility of IM as a means for collaboration and communication in
knowledge-work. As a result, many of our design ideas were tar-
geted at users engaged in collaborative knowledge work across
multiple work spheres [7]. We expected that a course with a collab-
orative project, which required interactions with one’s team mem-
bers, other classmates, instructors, and customers, would be suffi-
cient as an approximation of a collaborative knowledge-work envi-
ronment. However, we discovered that the amount of shared con-
text and simultaneous online time among students taking the same
course is far lower than among knowledge workers collaborating
on a project. As a result, we discovered that most collaborative ac-
tivities of the students took place either during scheduled face-to-
face meetings or completely asynchronously via email. Knowledge
workers, in contrast, spend a large portion of their work time online
in front of a computer with significant overlaps in their work hours.
This fact, coupled with the shared context of the organizational af-
filiation, creates much greater incentives and opportunities for IM
usage.

There are at least three major domains in which systems for inter-
personal interaction are used: professional, social and educational.
Our experience suggests that careful attention must be paid to the
similarities and differences between these domains as well as the
rigidity (or fluidity) of the boundaries placed by an individual when
moving between them.

3.2 Undergraduates are not representative

users.

Ideally, it is desirable to conduct a user study on a sample of the
target population. Often times though, access to the target popula-
tion is prohibitively difficult. The ease of access to undergraduate
students makes them an attractive population for conducting user
studies.. However, the use of undergraduate populations in a study
could jeopardize its external validity. For privacy studies, this sam-
pling bias has an even greater impact because undergraduates are
known to have different privacy attitudes and behaviors than older
adults [5, 16, 19]. Moreover, a person’s age is known to have an
effect on privacy concerns [4]. In order to mitigate the impact of
these factors we utilized an upper-division course with older under-
graduates, and provided the context of collaborative team projects.
Unfortunately, we found that a course that meets only three hours
each week is not enough to transcend the impacts of age and of the
“undergraduate lifestyle” (for instance, undergraduates take several
classes, work part-time jobs, and are often mobile across campus
locations). A possible compromise is to utilize graduate students,
faculty, and staff as subjects.

3.3 A longitudinal study does not guarantee
the usage of privacy management mecha-

nisms.
As discussed above, a longitudinal study is necessary for an effec-
tive evaluation of privacy management designs. However, we found
that running a study over a long period of time may not be sufficient
for ensuring that the privacy management mechanisms are used by
the subjects. This situation arises because privacy management is a
secondary function in the overall system usage. A user’s desire and
attention are focused on the primary function of interpersonal inter-



action; privacy management comes into play only when required.
As a result, privacy management functionality forms a very small
portion of the overall system usage to begin with. Infrequent use
also leads to a vicious cycle where users do not utilize the privacy
management functionality, even when desired, because they forgot
about its existence and/or because they are less familiar with its
operation, owing to the lack of sufficient use. Further, some users
may never engage in additional privacy management if the default
system behavior and preferences satisfy their privacy needs ade-
quately.

These observations suggest that the length of such studies needs to
be longer than that for a typical longitudinal user study. The study
could also introduce external stimuli that require the user to use one
or more of the privacy management mechanisms. Study confeder-
ates who deliberately engage in privacy-insensitive behavior is an
example of such a stimulus.

3.4 Prototypes cannot overcome switching

costs.

PRISM worked only with GAIM'. To ensure that students would
use GAIM instead of the IM client they normally used, we required
the creation of a separate ID, and mandated that only this ID be
used for all matters related to the class. Although responses to the
post-study questionnaire reported an occasional lapse, our subjects
did comply with this policy overall. We did not prohibit the use of
GAIM and PRISM for non-class IM activities. Yet, for all other
(i.e., non-class) IMing purposes (which represent the vast major-
ity of their IM activities), the subjects switched to their regular IM
program. The enhancements of the plugin, which targeted the sec-
ondary function of privacy management, did not provide sufficient
incentive to switch from other programs that provided a more fa-
miliar, convenient and polished user experience for the primary IM
functions. Additionally, unlike the other IM programs, GAIM and
PRISM were not available on the lab computers which are used
frequently by undergraduate students.

This lesson regarding the costs of switching from the user’s pri-
mary system is not limited to IM. For example, if privacy man-
agement functionality for a Web browser is packaged as a plugin
available only for the Internet Explorer browser, users of other
Web browsers, as well as other operating systems besides Mi-
crosoft Windows, will most likely choose to forgo the secondary
enhancements than incur heavy switching costs for the primary
activity of browsing the Web. An ideal solution to this problem
is to develop the privacy plugin for all possible browsers on all
possible platforms — a task that is daunting, if not infeasible. A
more modest alternative is to develop privacy mechanisms in var-
ious domains of interpersonal interaction systems (e.g., IM, so-
cial networking, etc.) as cross-platform open standards similar to
P3P (http://www.w3.org/P3P). Having such standards enables im-
plementation by a wider community of institutional or individual
software developers.

3.5 Meaningful evaluation requires involve-

ment of the entire set of contacts.
As mentioned earlier, systems for interpersonal interaction involve
entire sets of people who are interconnected in the form of a so-

'GAIM was chosen because — unlike the other commercially de-
veloped, IM-system-specific clients — it iS open source, cross-
platform, plugin-based.

cial network. By studying one such network, viz. the students, in-
structors and customers of the project course, we believed that we
would overcome the limitation of single-user usability studies that
do not take into account parties besides the user himself or herself.
However, in the case of privacy, it turned out that investigating a
small sub-network did not suffice; the entire network of IM users
needed to be included. As mentioned earlier, privacy management
practices typically require adoption over time and/or co-evolution,
either of which is unlikely to occur within a sub-network of users,
especially one much smaller than the larger network that has no
access to the privacy management enhancements.

Consider, for example, a situation in which privacy management
functionality in the context of mobile phones was available only to
the users of a specific handset. Splitting one’s communication net-
work between those who posses the handset and those who do not
would undermine the collective evolution of the shared experience
surrounding privacy management mechanisms, hampering the at-
tempts at evaluating their effectiveness. Access to entire networks
of users is possible only with cooperation from the owners and ad-
ministrators (organizations or individuals) of the specific systems.
Achieving such cooperation requires actively pursuing collabora-
tive ventures with industry partners.

3.6 Defining what constitutes success is com-

plicated.

We asked subjects to rate the utility of the different pieces of pri-
vacy management functionality added by our plugin, as well as
their likelihood of adopting these enhancements. We expected that
higher averages would be a measure of success for a given function-
ality. However, subject responses indicate that users have opposing
opinions regarding some of the enhancements. For example, some
subjects found a given feature to be great value, while another one
was indicated to be not so useful. Another set of subjects, how-
ever, expressed nearly opposite opinions regarding the same two
features. In retrospect, it seems natural that opinions regarding a
nuanced, personal, and context-dependent concept such as privacy
could evoke opposite opinions. Secondly, it is quite likely that dif-
ferent users would find differential value in different privacy man-
agement features.

This situation makes it difficult to decide which metrics should
be used to measure the “success” of privacy management designs.
Should success be gauged for each feature separately or as an entire
“privacy management user experience”? How does one isolate the
impact of each piece of functionality on the overall experience of
privacy management? An additional factor to consider is the mis-
match between the stated opinions of the users and their captured
actions, as reflected in the usage logs and observations of interac-
tion [3]. How should these mismatches be reconciled for measur-
ing success? Moreover, to account for learning and the evolution
of practices, it is also important to measure the relevant metrics at
multiple points in time during the study.

4. DISCUSSION AND CONCLUSION

Improving the usability of privacy management mechanisms in in-
formation systems is an ongoing endeavor. Meeting this challenge
requires effective user studies that measure the extent of usability
improvement, and that allow designers to rate and rank alternative
design choices. Our experience shows that designing and conduct-
ing such studies is hard. Our lessons about usability evaluations of
privacy-enhancing designs are not specific to IM, but apply to all



information systems that involve interpersonal interactions. Fur-
ther, they need to be considered collectively and simultaneously;
addressing only some of the lessons will not be adequate.

We believe that the lessons we learned are useful for those who
wish to design and conduct such studies in the future. Further dis-
cussion and research is needed for developing creative methodolog-
ical solutions to address these challenges. We have suggested a few
possible avenues for addressing these challenges. Alternatively, it
may be worthwhile to explore whether multiple studies could be
run, each of which could deal with a subset of the discussed is-
sues. We also hope that the discussions initiated by these lessons
will spark new research on evaluation methodologies for privacy-
enhancing mechanisms as well as to the development of metrics
and guidelines to help designers rate and rank privacy management
mechanisms.
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